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A recently developed methodology for the calculation of the dynamic heat capacity from simulation
is applied to the east Ising model. Results show stretched exponential relaxation with the stretching
exponent, �, decreasing with decreasing temperature. For low temperatures, the logarithm of the
relaxation time is approximately proportional to the inverse of the temperature squared, which is the
theoretical limiting behavior predicted by theories of facilitated dynamics. In addition, an analytical
approach is employed where the overall relaxation is a composite of relaxation processes of
subdomains, each with their own characteristic time. Using a Markov chain method, these times are
computed both numerically and in closed form. The Markov chain results are seen to match the
simulations at low temperatures and high frequencies. The dynamics of the east model are tracked
very well by this analytic procedure, and it is possible to associate features of the spectrum of the
dynamic heat capacity with specific domain relaxation events. © 2010 American Institute of
Physics. �doi:10.1063/1.3469767�

I. INTRODUCTION

Although “collective” or “cooperative” viscoelastic be-
havior evokes images of the migration of large groups of
molecules en masse, in practice, such terms are typically
applied to the movement of a material en bulk without ex-
plicit reference to its atomic nature. The descriptive language
for the bulk behavior originates in the study of simple relax-
ation experiments. In particular, the analysis of a generic
relaxation function, x�t�, usually involves a fit to the
Kohlrausch–Williams–Watts1 �KWW� �or, stretched expo-
nential� function,

x�t� � exp�− � t

�
��	 , �1.1�

where � is the relaxation time and � is the “stretching expo-
nent.” If the relaxation of the bulk system resulted from
many isolated and identical activated processes, � would be
unity and the function is said to be a Debye relaxation. Val-
ues of ��1 are cited as evidence of “cooperatively;” how-
ever, because a direct probe of multiparticle cooperation is
not involved, a better expression is a “non-Debye” relax-
ation. For fragile glass formers such as natural rubber or
glycerol, � is less than 0.5 while for strong glass formers
such as most inorganic glasses, � is close to the Debye limit.

Evidence of non-Debye behavior is seen in response ex-
periments, and the dynamic heat capacity, the subject of the
present study, is one of many such response functions. This
approach was first pioneered experimentally by Birge and
Nagel2 and Christensen3 and showed similar behavior to
other response functions.2 The dynamic heat capacity is the
response function resulting from imposing a sinusoidal tem-

perature “strain” on a material and tracking the energy of the
system as a function of time. The phase lag of the energy
permits the heat capacity to be expressed as in-phase �stor-
age� and out-of-phase �loss� contributions. The loss fre-
quency spectrum shows non-Debye behavior in the broad-
ness of the low frequency, �-peak. Such response functions
can also be found from the one-sided Fourier transform of
the derivative of the appropriate relaxation functions. An
�-peak corresponding to a Debye relaxation function is sharp
and narrow and such �=1 behavior is rarely observed in any
but the most molecularly simple glasses.

Usually response functions are fit directly in the
frequency-domain by, for instance, the Cole–Davidson �CD�
function,4 which, although not the transform of the KWW
function, is of similar form. The CD function is given by

���� = � 1

1 + i��
��

= cos����cos���� − i sin����cos���� ,

�1.2�

where ���� is a response function, i=
−1, � is frequency,
and �=arctan����. The � and � play the same role as their
KWW counterparts, although they do not have the same val-
ues. Conversion relations between CD and KWW parameters
exist,5,6 and �=1 reduces to the Debye case in both cases. A
more general form is the Havriliak–Negami function,7

���� = � 1

1 + �i�����	

, �1.3�

where 	 times � is similar to � and 	=�=1 is the Debye
limit.

Finally, the non-Debye nature of the response functions
of fragile glass formers is clearly seen by plotting storage
versus loss moduli in a “Cole–Cole” plot. A Debye responsea�Electronic mail: mccoy@nmt.edu.
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function in a Cole–Cole plot is a semicircle while a CD
function is flattened and distorted. Because time �or fre-
quency� is not directly plotted in a Cole–Cole graph, such
graphs are sensitive probes of the degree to which time-
temperature superposition holds. Time-temperature superpo-
sition predicts Cole–Cole plots to be identical at all tempera-
tures.

An advantageous aspect of simulation is the ability to
work with simplified models which reduce the �-peak fea-
tures while retaining the �-peak behavior. A model of ex-
treme simplicity is the east model. This is a spin model and,
as such, does not have many of the dynamical features com-
monly used to track the onset of glassy behavior such as
diffusion and viscosity. On the other hand, it does capture the
KWW behavior of fragile glass formers. A recently devel-
oped simulation methodology8 for computing the dynamic
heat capacity is particularly well suited for the analysis of the
east model.

A promising theory linking molecular details to non-
Debye behavior is “facilitated dynamics.” In this perspective,
motion is restricted by kinetic constraints or “defects” which
can only be removed by defect-defect collisions. Highly sim-
plified Ising models have succeeded in modeling such kinetic
defects, and the east model is one of the best known of these.
The east model shows rapidly increasing relaxation times as
temperature is reduced and, importantly, its relaxation func-
tions are non-Debye.

In the current study, we will show that the dynamic heat
capacity of the east model displays clear evidence of non-
Debye behavior and that the relaxation time defined by the
�-peak rapidly increases with decreasing temperature. In ad-
dition, we present an algebraic solution of the dynamic heat
capacity that is accurate at low temperature. Finally, we pro-
pose an extrapolation of the algebraic result that agrees well
with the simulation results for a broad range of temperature.

II. GENERAL PROPERTIES OF THE EAST
MODEL

The east model9 is a variant of the one dimensional Ising
model, but with kinetic constraints. The Ising model has
“spins” 
i of 1 or 0, and the Hamiltonian is simply �
i. The
equilibrium solution of this model is trivial. The probability,
p, of a spin being +1 is

p = exp�−
1

T
� �2.1�

where T is the temperature and p is referred to as the “flip
probability.” The concentration of up-spins, c, is

c =
p

p + 1
=

1

1 + exp�1/T�
�2.2�

and if the energy of the all-down-spin state is used as the
zero of energy, c is also the average energy per spin. The
constant volume heat capacity per spin, CV, is then

CV =
1

T2

exp�1/T�
�1 + exp�1/T��2 . �2.3�

What makes this model of interest is the manner in
which dynamics are incorporated. Spins can only flip if they
are “released” at which time they flip according to the usual
Metropolis Monte Carlo �MC� rules. Each pass through the
released spins counts as a single timestep. In the east model,
a spin can only flip if the spin to its right �i.e., the east� is in
the up-state.

Consider what happens at low temperature where the
concentration of up-spins is small. An up-spin is essentially
trapped in the up position because the spin to its right is
almost certainly down, but, on the other hand, the spin to its
left is released and can flip up. When this spin flips up it
releases the spin to its left, etc. Consequently, the system is
split into domains separated by up-spins with a fair amount
of motion to the up-spin’s left, but little to its right. The rapid
left-side motion is local and would contribute to high fre-
quency, �-peaks in the loss spectra. The slow motion corre-
sponding to the low frequency, �-relaxation is the release of
the domain-dividing, up-spins. The release of one of these
spins is only possible when an up-spin works its way gradu-
ally from the next up-spin to the right. This, of course, is the
result of a long sequence of �-relaxations.

The idea that �-relaxations result from a sequence of
�-relaxations is not new, and the east model intentionally
builds in this physics. The interesting aspect of the model is
that the relaxation functions resulting from this model are of
the KWW type. Moreover, �-relaxations are the result of
defect pairs �an up-spin to the left that will move and an
up-spin to the right that generates a �-event chain to the left
in order to release the other up-spin�. As a result, the relax-
ation time, �, is expected10–13 to vary as an exponential in-
verse temperature squared �EITS� function of relaxation
time,

� � exp� B

T2	 , �2.4�

where B is a model specific constant. Aldous and Diaconis10

reported bounds on B for the east model of 1 / �2 ln 2��B
�1 / ln 2. Sollich and Evans11,12 reported B to be 1/ln 2 al-
though this was not a rigorous argument.10,13 Finally, Can-
crini et al.13 reported B to be 1/2 ln 2 in the low temperature
limit.

III. METHODOLOGY

We use two methods to explore the dynamic heat capac-
ity of the east model. First, we apply a simulation technique8

developed for the study of bead-spring glasses. Second, we
develop a Markov chain model of cascades of �-events over
the up-spin separated domains. This second approach is ap-
proximate because of the necessity of the truncation of a
series expansion; however, it provides an excellent explana-
tion of the �-peaks in the loss modulus of the dynamic heat
capacity. In this section we discuss these two methodologies.

The simulation itself is a straightforward application of
the rules of the east model. A random starting configuration
was chosen for all the spins with the correct concentration of
up-spins by setting each site to be up or down with probabil-
ity “c” of being up. “Time” was then iterated with time re-
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ported in units of Monte Carlo steps. At each step, the tem-
perature was recomputed to follow a sinusoidal form T�t�
=T0+
T sin��t�, and, in particular, the flip probability p
was evaluated. The state of the system �step number, tem-
perature, and average energy per site� was dumped at regular
intervals and saved for postprocessing.

The Monte Carlo scheme was run for a range of 40
temperatures between 0.2 and 10, and, for each temperature,
numerous runs of logarithmically spaced periods were per-
formed. In particular, 12 periods were selected per order of
magnitude, and the periods ranging from 10 to a value large
enough to reach, if possible, the low frequency limiting be-
havior. Computational limitations restricted the maximum
period to be at most 109. From this we are able to compute a
dynamic heat capacity spectrum during post processing fol-
lowing the methodology outlined in our previous study.8 In
brief, in the linear response regime and at each frequency, the
energy will have an amplitude 
E and phase lag �. The
dynamic heat capacity C=C�+iC� is then given by

C���� =

E


T
cos���, C���� =


E


T
sin��� . �3.1�

The amplitude of oscillations used was 
T=0.05T0, and
the number of sites used was N=100 000 for most tempera-
tures and N=200 000 for the colder temperatures, where the
average energy per spin becomes small. In order to check
that the results were not an anomaly of these chosen param-
eters, both 
T and N were varied for a limited range of
temperatures.

Typical results are shown in Fig. 1. Temperatures are

0.7, 0.45, 0.32, and 0.2; the upper curve in each panel is the
storage modulus and the lower is the loss modulus. Strictly
speaking, the equilibrium value of the heat capacity is at zero
frequency where the loss modulus is zero and the storage
modulus agrees with Eq. �2.3�. In practice, the low frequency
limit in our work corresponds to frequencies sufficiently low
that the storage modulus displays a plateau with a value ap-
proximately equal to the equilibrium value of Eq. �2.3�. In
addition, the loss modulus in this limit has a well defined
power law behavior with a power of about 1. In Fig. 1,
panels �a�, �b�, and �c� corresponding to temperatures 0.7,
0.45, and 0.32, respectively, are seen to reach the equilibrium
limit while panel �d� for T=0.2 does not. It is worth noting
that the high frequency results in Fig. 1�d� are accurate rep-
resentations of the �-relaxation behavior of the system.

The general features of the moduli are as expected. The
low frequency, �-peak in the loss modulus is seen to shift to
lower frequencies �i.e., longer relaxation times� as the tem-
perature is lowered. Interestingly, although the systems show
a well defined rubbery plateau at low frequencies, a glassy
plateau is not seen. One might expect that a glassy plateau
would appear at even higher frequency; however, the east
model has an inherent upper cutoff in frequency correspond-
ing to a single Monte Carlo timestep. Finally, the loss modu-
lus is seen to develop a well defined power law region on the
high frequency side of the �-peak. Once fully developed, the
slope of this region is roughly �0.2 which is indicative of
non-Debye behavior �Debye behavior would imply a slope
of �1 in this region�. For the CD function, this slope corre-
sponds to −�, resulting in �CD=0.2. In Fig. 2, the phase lag,
�, is plotted for the same systems shown in Fig. 1. Viewed in
this manner, the �-peaks are quite pronounced, and the non-
Debye power law region is manifested as a plateau clearly
seen in Fig. 2�c�.

The same results are plotted in the Cole–Cole form in
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FIG. 1. Real and imaginary components of the dynamic heat capacity plot-
ted against frequency on a log-log scale for a range of temperatures. The
squares and circles are the real and imaginary parts of the simulation data,
respectively, with every other point dropped for clarity. The dashed line is
the Markov chain Debye series computation, truncated by the number of
terms that could be computed numerically. The solid line is the extended
Markov chain Debye series fit. The parameters for the four plots are �a� a
temperature of T=0.7, domain length at truncation dtrunc=20, and best fit
maximum effective domain length dmax=6; �b� T=0.45, dtrunc=17, and
dmax=14; �c� T=0.32, dtrunc=16, and no possible fit for dmax; �d� T=0.2,
dtrunc=14, and no possible fit for dmax.
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FIG. 2. The phase lag � plotted against frequency on a semilogarithmic
scale for the same range of temperatures as Fig. 1. The circles are the
simulation data and the lines have the same meaning as in Fig. 1.
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Fig. 3. The noncircular, non-Debye nature of the dynamic
heat capacity is apparent. The CD value of � can be found
following Davidson’s method4 where the slope of the Cole–
Cole plot at high frequency �or small loss modulus� is set
equal to �� /2. The slope is 0.3 in Fig. 3�c� resulting in a
�CD=0.2 in agreement with the � found from the slope of the
loss modulus in Fig. 1�c�. The corresponding KWW � is
approximated6 through the relation �KWW=0.970�CD

+0.144 to be �KWW=0.35.
In order to fit the simulations to phenomenological func-

tions in more detail, the Havriliak–Negami �HN� function
was employed along with a frequency-domain approxima-
tion of the KWW function due to Bergman.14 As in the dis-
cussion above, the data have high frequency �-peak struc-
tures which cannot be fit with HN or KWW expressions. In
order to fit the data in a reasonable manner, the �-peak re-
gion is not included in the curve fits. For example, for the
system shown in Fig. 1�c�, the data for frequencies above
log����−4 were not included.

The other method that we used predicts the form of the
modulus from analytic arguments and, consequently, has
more explanatory power. The system is treated as a series of
domains of down-spins with an up-spin on either side. This
is the approach proposed by Sollich and Evans11,12 that was
used to predict that the logarithm of the relaxation time
grows proportionally to the inverse of the temperature
squared. We expand on their approach and compare the re-
sulting dynamic heat capacity to simulation. The interested
reader is referred to the more sophisticated analysis of the
methodology in the original papers.11,12

Each domain length will have a specific relaxation time
associated with it. This is the mean first passage time when
the right hand up-spin and all intermediate spins are flipped
down. This is found with a Markov chain analysis as follows.

Fix a domain of length d, and let P be the transition matrix,
where we have assumed that there is an up-spin to the left of
the domain that does not relax and we use the convention
that Pi,j is the probability that state i transitions to state j.
This matrix is 2d�2d and sparse since each row can have
only as many as 2d/2 nonzero elements, and typically much
less. If state j can follow from state i in a single step, this
probability is nonzero and can be written as Pi,j=pu�i,j��1
−p�v�i,j�, where u�i,j� is the number of sites that need to flip
up for the system to go from state i to state j, and v�i,j� is the
number of sites that could flip up but does not in the transi-
tion.

To measure the mean first passage time in question, we
make the relaxed state of the system an absorbing state and
calculate the mean absorbing time. Since there is a fixed
up-spin to the left of the domain, it is easy to see that any
configuration can be reached from any other configuration
with nonzero probability given enough steps, so the original
chain is ergodic.15 This would make the relaxed state the
only absorbing state and connected to all the transient states.

The mean absorption time is found from solving the sys-
tem of equations,15

�I − Q��� = v, �3.2�

where I is the identity matrix, Q is the part of the matrix P
with the row and column associated with the absorbing state
removed, v is a vector of all ones, and �� is the vector of mean
absorption times for each starting state. The relaxation time
of the domain �d is the element of �� that corresponds to the
unrelaxed state.

By straightforward application of the rules of the east
model, we can compute �I−Q� for relatively small values of
domain length d. By the symbolic computation toolbox in
MATLAB,16 the mean passage time was computed as above
for an arbitrary temperature. Since it is computationally in-
tensive to solve large symbolic systems, the same problem
was also solved numerically at the specific temperatures that
were run in the MC simulations. For small length chains, this
was done directly, but for larger chains this was done with
the GMRES iterative solver17 up to an accuracy of 10−3 or
better. The I−Q matrices are generally ill conditioned so a
Jacobi preconditioner was used to speed up the iterative
solver.

Next, under the approximation that the up-spins are iso-
lated enough that the up-spin on the left hand side of the
domain does not relax, we can treat the system as if it were
a population of independent domains. Let N�d� be the num-
ber of sites of length d. In equilibrium, each orientation of
spins is equally likely so the length of domains follows a
geometric distribution,

Neq�d� = Nc�1 − c�d−1. �3.3�

In the time domain, the equivalent to the dynamic heat
capacity is the average fluctuations of the energy from equi-
librium, 
E. Focusing on a single domain length d the con-
tribution to 
E is just 
N�d�=N�d�−Neq�d�. The mean time
for a domain to relax is �d, and since the time rate of change
of the number of domains is proportional to how many such
domains there are, we can reasonably model this with the
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FIG. 3. Cole–Cole plots for the same range of temperatures as Fig. 1. The
circles are the simulation data and the lines have the same meaning as in
Fig. 1. The range of the real axis in plots �a�–�c� is between zero and the
equilibrium heat capacity. The scale on the imaginary axis is twice the scale
on the real axis for clarity.
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Debye relaxation for domains of at least size two. For the
d=1 case, the relaxation always happens in a single step, so
there is no imaginary/loss part to it. Also, for the d=2 case,
the relaxation happens in exactly two steps with probability p
so there is no loss part in this case either. The individual
Debye forms are weighted by how many domains there
should be in equilibrium. That is, the dynamic heat capacity
is a summation in domain length of Debye relaxations with
each term weighted by Eq. �3.3�. Specifically,

CV��� = CV�c + c�1 − c��p +
�1 − p�

1 + i��2
�

+ �
d=3

�
c�1 − c�d−1

1 + i��d
	 . �3.4�

Equation �3.4� has the advantage of being based only on
numerically accurate calculations instead of fitting param-
eters, but its weakness is that it ignores domain-domain in-
teractions. Again drawing on the results of Sollich and
Evans,12 large domains relax as a result of a moving “front”
of up-spins from the left. This happens because domains that
are long enough to relax slower than their neighbor, on av-
erage, will be necessarily nonisolated. Therefore, the far left
up-spin will tend to be relaxed by the adjacent domain; this
will often have the effect of shrinking the domain in question
because it will likely have flipped up an intermediate spin,
which will become the new terminal left spin for the domain,
which is now more stuck. The details are complicated, but
we can modify Eq. �3.4� to incorporate this effect by adding
the fitting parameter dmax, the maximum isolated domain
length. From Fig. 3 of Ref. 12, the relaxation time of very
long �that is, nonisolated� domains is seen to vary linearly
with domain length, as one would expect from a fixed veloc-
ity front of up-spins. That is, for d�dmax,

�d =
�max

dmax
d. �3.5�

We will refer to Eq. �3.4� as the Markov chain Debye series
model, and the modification in Eq. �3.5� as the extended
Markov chain Debye series model.

IV. RESULTS

The result of the symbolic computation of the domain
relaxation times was

�1 = 1,

�2 = p−1 + 1,

�3 =
p3 − 2p − 1

p2�1 − p�
= p−2 + 3p−1 + 3 + O�p� ,

�4 = 2p−2 + 4p−1 + 4 + O�p� ,

�5 =
1

2
p−3 +

15

4
p−2 +

71

8
p−1 +

163

16
+ O�p� ,

�6 =
6

7
p−3 +

37

7
p−2 +

90

7
p−1 +

818

49
+ O�p� ,

�7 =
3

2
p−3 +

27

4
p−2 +

289

12
p−1 +

751

144
+ O�p� ,

�8 = 4p−3 − 40p−2 +
2509

2
p−1 −

477 655

16
+ O�p� . �4.1�

The symbolic computation could not be performed in a rea-
sonable amount of time for domain sizes larger than d=8.
These expressions for domain relaxation times are in agree-
ment with the prediction of Sollich and Evans that �d=p−n to
leading order for small p, where 2n−1�d�2n. Also, a similar
computation shows that in the isolated case the creation time
for domains �d

�=�d /p.
Figures 1–3 show the dynamic heat capacities computed

from simulation compared to the models from the previous
section for four temperatures picked to exemplify the full
range of temperatures that were probed. The Markov chain
Debye series fits the simulation data reasonably well for high
frequencies at all temperatures, but for low temperatures,
where relaxation times are large and the exponential approxi-
mation is very good, the model matches the data extremely
well �see panels �c� and �d� in Figs. 1–3�. This model does
not fit very well for low frequencies, nor do we expect it to
because low frequencies correspond to large relaxation times
and large domains, which are more likely to be nonisolated
and relax more quickly �see panel �a� of Figs. 1–3�. The
extended Markov chain Debye series model matches the
simulation data more closely �see panels �a� and �b� in Figs.
1–3�. The parameter dmax was fit for 13 temperatures be-
tween 0.42 and 1.0 �where such a fit was possible� and scales
linearly with the mean domain size 
d� obeying the relation-
ship dmax=1.6
d�−2.2 �see Fig. 4�c��. The relaxation time of
the maximum isolated domain �max scales roughly linearly
with the overall relaxation time �see Fig. 4�d��. Both models
suffer from increasing difficulty in computing relaxation
times, as each term is, in general, four times harder than the
previous term to compute, and the matrices become increas-
ingly ill conditioned for lower temperatures �see panels �b�
and �c� of Figs. 1–3�.

For many experimental systems, it is often assumed that
the functional form of the response and relaxation functions
does not change appreciably with temperature beyond the
variation in �. If this is the case, one would expect the
moduli to superimpose, or, in other words, expect that time-
temperature superposition would be obeyed. In Fig. 4�a�, the
loss modulus at a number of different temperatures is plotted
with the frequency axis normalized by the frequency at the
maximum, �P, and the modulus normalized by its magnitude
at the maximum. We see the difficulty in determining if time-
temperature superposition is obeyed or not. At low fre-
quency, the curves superimpose very well, as they do near
the maximum. On the high frequency side, however, the
curves do not superimpose. On the other hand, this is the
region where �-relaxations are prevalent and time-
temperature superposition is not expected to work for
�-peaks. It should be noticed that the curves appear to be

064508-5 Dynamic heat capacity of east model J. Chem. Phys. 133, 064508 �2010�

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



approaching a high frequency limit of a straight line with
slope of �0.2. Consequently, it is reasonable to believe that
the response function for the system is composed of an
�-peak contribution with a �CD=0.2 and a series of �-peaks
where the �-peak obeys time-temperature superposition and
the �-peaks do not.

The height of the imaginary peak is of interest because it
is proportional to the maximum amount of entropy generated
per cycle.8 The peak height of the loss modulus and the
equilibrium heat capacity are plotted against temperature in
Fig. 4�b�. The vertical line emphasized the difference in the
maxima between the two; the heat capacity has a maximum
at T=0.42 and the maximum peak height is at about T
=0.45.

Finally, in Fig. 5, the parameters from the HN and KWW
fits are plotted. The relaxation time � calculated from the HN
fit differs slightly from that calculated from the KWW fit.
This is to be expected because the two relaxation times mea-
sure slightly different aspects of the spectra; however, they
have a similar temperature dependence. Part A of this plot
shows the relaxation times for KWW fit to a Vogel–Fulcher
form,18

� = �0 exp� A

�T − T0�	 , �4.2�

where �0, A, and T0 are fitting parameters. This fitting pro-
cedure predicts a divergence at T0=0.15 �this fit is shown in

the central curve of Fig. 5�a��; however, because the detailed
nature of the model dynamics is so transparent, it is difficult
to conceive of a true divergence at a nonzero temperature.
The flip probability is well defined in this model and is sim-
ply related to the temperature. As long as there is motion
�i.e., spin flips�, up-spins will be able to propagate and relax
the system. Indeed, the east model has been shown to be
ergodic10,13 at all temperatures. Of course, this is not to say
that other more complex glass formers do not diverge at
finite temperature.

In Fig. 5�b�, the relaxation time is plotted as suggested
by Eq. �2.4�, where � is expected to be an exponential func-
tion of inverse temperature squared. Although the curve is
not linear over its entire range, it does have an extended
linear region at low temperature. The slope, B, of this linear
region is in the range between 1/ln 2 and 1/�2 ln 2� as pre-
dicted by Sollich and Evans,11,12 Aldous and Diaconis,10 and
Cancrini et al.13 For the HN fits �not shown� this results in
�0=171.47 and B=1.136=0.787 / ln 2, and for KWW �0

=38.094 and B=1.1425=0.792 / ln 2.
The variation in the “shape” parameters from the HN

and KWW fits are shown in Figs. 5�c� and 5�d�. Recall that �
times 	 from the HN fit is approximately �CD and that �CD

can be related to �KWW through the Lindsey–Patterson curve
fit.6 For instance, in the large relaxation time limit in Fig.
5�d�, the HN fit gives �=0.29 and 	=0.85 which implies that
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�CD=0.25 and, consequently, that �KWW=0.39. This is in
agreement with the direct KWW fit shown in the figure. If
we assume that �KWW is linear with temperature at low tem-
perature, then the T=0 limit is �KWW=0.25, although the
lowest value of �KWW found in our study was roughly 0.35.
A conservative estimate of the T=0 limit for the east model
would be �KWW=0.3�0.05.

V. DISCUSSION

Typically, the analysis of the onset of glassy behavior
focuses on �1� the temperature dependence of the character-
istic relaxation time and �2� the functional form of the relax-
ation or response function. Here, we discuss the implications
of our work in these areas and compare with similar studies
of others. Finally, we briefly summarize the results.

If the relaxation process was the result of a cascade of
activated processes, the relaxation time would be given by an
Arrhenius form, ��exp�ET /T�, where ET is an activation
energy. This perspective has a long history of use19–21 where
different temperature dependencies of ET are use to fit ex-
periment. A form accurate for temperatures below the “mode
coupling temperature,” TC, is

� � exp�C��TC/T� − 1�2� . �5.1�

On the other hand, for temperatures above TC, power law
behavior, ���T−TC�−	, is typically seen where 	 should not
be confused with the HN 	. For the east model, Fig. 5�b�
suggests that the TC occurs at the deviation from linear be-
havior which �roughly T=0.5�, and that 	 is 1.7. This can be
compared to polystyrene20 where 	=3.45, TC=445 K, and
the experimental glass transition temperature Tg is 384 K; to
bead-spring chains22 where 	�2. Switching between power
law at high temperature and ET�1 /T, activated process at
low temperature works well to explain the behavior of many
systems20,23 �e.g., see Fig. 15 of Ref. 23�. Recent work24 has
used a low temperature, activated process picture to fit a
wide range of experimental results.

Our results can be fit with Eq. �5.1� yielding C=0.597
and TC=−1.254 �the lower curve in Fig. 5�a��. Notice that
CTC

2 can be interpreted as a fit of B from Eq. �2.4�, resulting
in B=0.938=0.650 / ln 2 which is close to the limit of
1/2 ln 2. On the other hand, TC is negative and would not
correspond to a thermodynamically accessible temperature.
A reasonable explanation of the accuracy of Eq. �5.1� for the
east model is as an average over relaxation mechanisms. In
the high temperature limit, all domains are nonisolated so a
domain’s relaxation time is directly proportional to its length.
This implies that the mean relaxation time is proportional to
the mean domain length, or ��exp�1 /T� at large T while
��exp�1 /T2� at low T. The function ��exp��A /T�2

+ �B /T�� is equivalent to Eq. �5.1� and is an interpolation
between the two temperature extremes. In addition, we can
fit the relaxation time across the entire temperature range
with a general power law in inverse temperature, �
�exp�C�1 /T���. This fit is shown as the upper curve in Fig.
5�a� and it yields an exponent of �=1.63.

We now turn our attention to the functional form of the
response function. Several dynamic heat capacity simulation

studies have previously been done on glass forming models.
A typical result shows the imaginary part of the spectrum to
have two peaks, corresponding to � and � processes. Often
the �-peak has a stretched, Cole–Davidson shape to it, and
the �-peak is typically about ten times the height of the
�-peak. Such behavior is seen in a variety of molecular mod-
els, for example, in molecular dynamics studies by Grest and
Nagel25 on a binary Lennard-Jones mixture with parameters
selected to model glycerol �see Fig. 6 of Ref. 25, the �-peak
is at lower frequencies than probed�, by Scheidler et al.26 on
a binary Buckingham plus Columbic mixture with param-
eters selected for silica �see Fig. 3 of Ref. 26�, and by Brown
et al.8 on a bead-spring polymer �see Fig. 2 of Ref. 8�. It is
also observed in an energy landscape inspired model by
Chakrabarti and Bagchi27 where a number of two-level sys-
tems are coupled together.

Unlike the atomically detailed models and the energy
landscape model, there are no inherently local �e.g., vibra-
tional� � processes in the east model. Instead, the high
frequency/short time peaks are a result of short time pro-
cesses on isolated short domains separated from the long
time processes associated with the long domains. In both the
molecular models and energy landscape models, the
�-processes contribute about ten times as much to the overall
heat capacity as the cooperative processes do; in the east
model, however, all of the thermodynamics is a result of
cooperation. The relaxation of large domains requires the
creation/destruction of many smaller intermediate domains
on much shorter timescales, so, in that sense, � relaxation is
a result of a large local collection of “�” excitations for all of
the models discussed. However, the � processes of the east
model are intimately tied to the stretching of the � process,
whereas in the other models discussed the � processes are
fundamental short time interactions which may or may not
be closely associated with the � process.

Other simulation studies have investigated relaxation
functions of the east model in the time domain. Fitting to a
KWW form is necessarily a crude approximation at short
times for any facilitated spin model because the dynamics
are inherently discrete. It is, however, a good approximation
for longer times, and finding a theoretical basis for the KWW
form was one of the early justifications of such models.28

The initial paper9 on the east model fits to a KWW form and
yields a �KWW=0.403 for a numerical computation based on
a chain length of N=9 and an average up-site concentration
of c=0.3, corresponding to approximately T=1.18 in the
present study. A study by Pitts et al.,29 which also used the
lattice gas definition of the model, predicts a �KWW=0.26
�extracted from Fig. 2 of Ref. 29� for their coldest run with
concentration of c=0.05 �T=0.340�; this is derived from a
Monte Carlo simulation with N=1000. Note that the
“wiggles” that appear in the time-domain relaxation of cold
systems �see Fig. 1 of Ref. 29� correspond to distinct high
frequency peaks of the dynamic heat capacity �see Figs. 1�c�
and 1�d��. A study by Witkoskie and Cao30 finds �’s between
0.36 and 0.47 depending on how the fit was done for a sys-
tem with c=0.10 �T=0.455�; this is comparable to our value
of �=0.42 for the KWW fit with T=0.45. They also mea-
sured domain lifetimes as a function of domain length, which
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produces a function quite similar to the imaginary part of the
dynamic heat capacity �see Fig. 6 of Ref. 30�.

One could extend our work with more computational
time and/or smarter solvers. That is, lower temperatures and
larger domain relaxation times could be studied. However,
this would take many additional orders of magnitude of com-
putational time.

In summary, we have applied a recently developed meth-
odology of driven temperature simulations to the east Ising
model in order to better understand its dynamics. These dy-
namics were probed as a function of frequency and the re-
sults were in agreement with other studies: The �-peak is
found to be non-Debye with a �KWW�0.3 at low tempera-
ture; the stretching exponent is found to decrease with de-
creasing temperature; increasingly pronounced �-structure is
found as temperature decreases with multiple peaks extend-
ing to lower frequencies than found in less simple models
such as bead-spring chains.

One of the most intriguing aspects of the east model is
that its simplicity permits, to a degree, one to trace the
�-events to the resulting �-behavior. We approached this
goal by breaking the relaxation process into a series of do-
main relaxations and evaluating each domain relaxation in
terms of its component spin flips. This Markov chain model
resulted in an excellent explanation for the high frequency
behavior seen in simulation at all temperatures. At high tem-
perature the approach breaks down because of domain cou-
pling. At low temperature the approach becomes impractical
because of the computational demands. Finally, we intro-
duced a low temperature approximation, the extended Mar-
kov chain method, which gave excellent agreement with
simulation at high temperature across the full frequency
range.
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